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APPLICATION OF COLOR INFORMATION INHUMAN FACE RECOGNITION

This paper presents methods of utilizing color datautomatic human face recognition. An existing
approach to color-based face detection is descriBedew concept of using color information for fiewa
extraction improvement is proposed. By utilizindaralata, face maps are generated and transfommeaniasks
of human face regions weights. The new approaclbées tested and the results are presented.

1. INTRODUCTION

Human face recognition [2, 10, 12] is one of thestmpopular biometric techniques. It is
characterized by a low level of required interattisith a person being recognized, but offers
relatively low effectiveness comparing to other rbegric methods [1, 7]. There are many
applications of face recognition, ranging from e@@ment to access control and surveillance
tracking.

It is worth noticing that the majority of face regution algorithms process grayscale images.
It can be considered as an advantage, especiadlg whly such images are available. However, this
also means that application of color, high resohluiimages, which nowadays are often available,
would not improve the face recognition effectivenasing the existing techniques.

2. COLOR-BASED FACE DETECTION

An approach proposed by Hsu et al. [3] takes adggnbdf selected common properties of
human skin color. It was observed that after trammsing an image from th&GB space to the
YGC; space, it is relatively easy to detect a facefao@l features with high effectiveness.

The first step is the lighting compensation andhgkine pixels detection based on an elliptical
skin model in the nonlinearly transform¥&@,C, space. It is possible to define a skin color iis th
way and detect skin areas. When a face is detegyed,and mouths are found by constructing maps
in the YG,C; color space (Fig. 1). Eyes are characterized bl biue and low red intensities, as
well as by many dark and bright pixels. These fatdy be utilized for designing the eye ntay:
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whereEMc is a chrominance mapM, is a luminance map ari€M is the final eye map/y andYe,

is the luminance channel, dilated and eroded réispéc p andq are pixel coordinates. Mouth
pixels contain highelC, values and lowelC, values comparing to other face regions. This
observation makes it possible to construct a mmah:
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wherer is a ratio of the averaga? value (avgC,)) to the averag€,/C, value (av§C,/Cy)). Finally,
the maps are eroded, dilated and normalized inraaeliminate noise information, which is
usually weaker than the response of eye and megibns.
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Fig. 1. From the left: face image (M_023 1 from &R database ), C, andC, channels, eye map and mouth map.

By analyzing the described maps, an exact locaifdieature points may be obtained, which
means that using color information only, it is pbksto detect faces and facial feature points.

3. FEATURE EXTRACTION

In the case of face detection, common propertidacd and skin color have been utilized [3].
However, in the case of feature extraction it isiddle to find such properties which are
characterized by high variance among images belgnty different people and low variance for
images of the same person.

3.1 THE EIGENFACES METHOD

One of the most popular face feature extractiorhou is the Eigenfaces method [9] which
utilizes the Principal Component Analysis (PCA)isTmethod consists of two stages. The first one
Is the training stage. It is performed fdrsample face images, which have been normalizedah
a way that they are of equal size and eyes ardeldda fixed positions. Using these images, a
covariance matrix =1/ NXN, (x, —p)(x, —p)" ) is built, wherex; is thei-th normalized face image
vector of a constant lengthandp is an average normalized face image vector. Suiesely, the
eigenvectorsy) of the covariance matrix are calculated and @reysorted in descending order by
corresponding eigenvalued).(Because a face space has far less dimensiomshthanput space, a
relatively small numberl'j of the eigenvectors with the highest eigenvakrestes an orthogonal
basis for thd'-dimensional face space. If the eigenvectors aakeddo the pixels value range, they
are similar to faces in appearance and they aledcaigenfaces (see Fig. 2). For the tested trginin
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set relevant information is concentrated in thstfif50 eigenfaces and the remaining ones contain

mainly noise, so the face space in this case caledeibed by approximately 150 dimensions.
When the training is completed, features can beaetdd from any normalized face image,

utilizing the calculated' eigenvectors with the highest eigenvalues. Theufeaextraction is
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Fig. 2. Examples of eigenfaces sorted by the eigjere in descending order (given under each image).

performed by calculating a dot product between ematized image, which features are being
extracted, and every eigenvector which definedabe spacew; =u; [X, i=1.I', wherew; is thei-th
element of a feature vectay,is thei-th eigenvector angl is a normalized image). In this way a face
is described by a feature vector of length equél to

3.2 IMPROVEMENTS TO THE EIGENFACES METHOD

It can be observed that the Eigenfaces method watetake advantage of face topology and
each pixel is taken with equal weight. It is a @asi drawback, because characteristic data that make
it possible to distinguish between two faces afteegoially distributed over a face. Intuitively, ase
near eyes and nose carry more discriminative irdtion than other parts of a face and have extra-
personal nature. They are characterized by higlaves within the training set, which affects the
covariance matrix. As a result, the eigenvectaas show the main directions of variance among the
images enhance these discriminative differencesicélein the case of two face images with
different eyes and noses, derived from two differparsons, the feature vectors will differ
significantly too. The differences concern alsoeotface areas, for example mouth and cheeks,
which leads to undesired consequences, becausenages of the same person often differ in these
regions (e.g. due to face expression changes)efdrer these regions have intra-personal nature.

This disadvantage can be overcome by applying fatevance masks that emphasize
importance of extra-personal face regions and dserenfluence of the intra-personal ones [4]. A
feature vector can be calculated including a mastorM: w =",_u, X, (M, , wherel is a number

of image pixels ands, x;, M; are thg-th elements of the vectonsth eigenvector, normalized face
image and mask. Face masks are described in [4lsamd examples of them are presented in
Fig. 3. The best results are given by a differemaesk, based on statistical differences between
images: areas which differ more between imagespeig to different classes induce higher values
and those, which differ between images belonginipéosame class, induce lower values.It must be
noted, that these masks were obtained taking ctoumt grayscale image information only.

3.3 MASK FROM COLOR

It is quite difficult to find discriminative infor@tion specific to color that is not present in
grayscale images. However, the experiments showitth& possible to extract information from
color data which help to define importance of imageas to create better masks than those based
only on grayscale data. The first possibility isgenerate a mask directly from face maps used for
detection purposes. In this case the eye map shiocldase the mask values, whereas the mouth
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map should be subtracted from the mask. This dperaises an influence of areas near eyes and
decrease an importance of mouth region which isidened as having intra-personal nature (see
Fig. 4). The maps were dilated and blurred in otderover larger face areas.

T

Fig. 3. Examples of face masks. From the left: aually created "T" mask and two difference masks.

A different approach is to calculate the exactdhéeature positions and generate a mask
taking into account the set of detected points. Mla@s extracted from color data make it possible
to obtain exact positions of eyes and mouth arebtionate the nose position as well. Each point can
be treated as a source of Gaussian distributiaveafhts, which create a submask. Hence, the final
mask is a sum of submasks obtained from all theifegoints. The submask intensitygenerated
by the point jfo, qo) can be calculated for every poipt ():

dpq (P.O)
0.2

Wy, o (P,0) = Wy @XF{— } Ao (P.O) =3, {p—Py)® +3, {q-0,)> (3)

where anax is the submask maximal valuejs a width parameter arttly 0 is a weighted distance
from the source point. The vertical and horizonligtances are assigned with separate weights (
for vertical anddy, for horizontal direction) in order to model eliigal submasks, which are better
suited to the properties of human face. For exanvgheno, > dy, a flat ellipse is created, which is
very useful for the mouth region submask generafldre submask may also have several sources
(for example one submask for both eyes and noskifsimtensity can be calculated in this way:

2
AP.C) = W E@xr{—alz(izdxi,yi (p.3) } - (4)
Depending on the parameters, as well as on a nuarzktypes of the submasks, different
final masks can be obtained using this techniguamgles of which are shown in Fig. 5. The
described masks obtained from colors can be impogsedormalized images in order to change
individual pixel values and their influence on theal feature vector values (see Fig. 4). An
important advantage of this approach is that a nsagknerated for every image separately and it is
possible to fit the mask to a face better and ecdnéime extra-personal areas with higher precision.

4. EXPERIMENTS

The experiments were performed on two sets of imagee first one consists of 1136 color
images from the AR database [5] and the secondcontains 5669 color images from the Notre-
Dame database [6]. Each set was divided into aitigiset which contains one image per person
and a query set which contains images of peoplesemmages were included in the training set.
The training set contains 136 images in the cagbeofAR database and 275 for the Notre-Dame
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database. Number of images in the query set wa® &0@ 5394, respectively. Face recognition
effectiveness was measured for the images fronguleey set. Every image from the query set was
compared with all the images from the training 3étis single recognition was successful, if the
similarity rate between the tested image and améieom the training set, which contained a face
of the same person as the tested image, was theshifpr all the images in the training set.

M
A
o _)W
b) _—

Fig. 4. Examples of face masks obtained directiynfieye and mouth maps (a: M_001_1 and M_003_1 istagm AR
database [5]) and generated basing on a set aftddtieature points (b: M_004_1 and M_004_15 imgages
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Fig. 5. Examples of face masks based on a setteftel feature points generated for various paensnet

a)

The recognition effectiveness was tested for thgefaces method with no improvements,
with the application of difference masks and mdst color. The results are presented in Table 1
and the cumulative match characteristics [7, 8]stw@vn in Fig. 6. During the experiments various
versions of difference masks and masks from colerevapplied. In the case of the masks from
color, various sets of parameters that defineéatufe point submasks were used. The best cases of
these two types of masks are presented and comipatieid paper. The best results were achieved
for a mask based on a set of detected points, whashcreated as a sum of four intensity submasks:
left and right eye submaskufax= 3, =& = 1,0=7), mouth submask,.x=1,06=1,8 =4,0
= 44.7) and a submask with three sources (both @ygshosemwnx=3, 0 =38 =1,0=4.5). The
mouth submask was a negative one, whereas themaganes were positive.
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Fig. 6. Cumulative match score for the AR datal{kef® and for the Notre-Dame database (right).

The experiments have shown that for both large setace images the application of face
masks improved the results and more faces wereattyrrecognized. The effect of the error rate
reduction is more visible in the case of the N@aene database, which contains more difficult
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cases and is characterized by lower recogniticesrat is worth noticing, that the relative redanti
of the error rate after applying the color-basedksas similar in the case of both databases.

Error rate
Method AR Notre-Dame
Eigenfaces 22.3% 47.5 %
Eigenfaces with difference mas 20.6 % 43.2 9
Eigenfaces with mask from colof 19.5 % 42.0 %
Error reduction (relative change 12.6 % 11.6 A

Table 1. Recognition error rates.

5. CONCLUSIONS AND FUTURE WORK

The presented approach utilizes an idea of impgpface recognition effectiveness by taking
into account color data. The experiments have grabhat it gives better results than the pure
Eigenfaces method. In the case of several thousaindslor images from two different databases
the error rate has been reduced by over 10%. The eoaclusion is that color data may be treated
as a reliable source of information which descrithesnature of human face features. Considering
that information it is possible to increase influerof discriminative extra-personal features and to
reduce the undesired influence of intra-personaton

The future work will be concentrated on finding teetways of extracting additional
information from color data and using it for feawextraction. It is also planned to investigate the
possibilities of applying this approach to othertimoels of human face feature extraction (e.g. the
Elastic Bunch Graph Matching method [11]).
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