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State-space projections,
dynamic time warping, time averaging,
repolarization duration measurement

Marian KOTAS

APPLICATION OF DYNAMIC TIME WARPING TO ECG PROCESSING

The paper presents application of dynamic time imgrfDTW) to ECG noise suppression. The operation
(DTW) was introduced to the traditional techniqdeh® synchronized time averaging and allowed tercome
the averaging inability to preserve the desired mmment morphological variability. The developedhi@que
was investigated and compared to other modern igebs of ECG signal enhancement. Its impact on the
precision of repolarization duration measuremenfgésented.

1. INTRODUCTION

The noninvasive electrocardiology has its rootshia late 19th century. Subsequently, this
new field was intensively developed. A significgmbgress in ECG signals analysis was achieved
by application of digital filters with linear phasesponse allowing for suppression of ECG noise
with limited distortions of the desired compone€ntis type of filters is particularly effective when
applied to baseline wander and powerline interfeeesuppression. Unfortunately, wide frequency
band of the electromyographic (emg) noise (oveitapphe frequency band of the desired ECG)
makes them practically useless. To mitigate theblpma synchronized time averaging was
introduced. The technique performs time-alignmenEGG beats and construction of an average
template. As a result the uncorrelated noise ipgsed and the signal-to-noise ratio is raised.
However, variability of ECG morphology gets suppgess as well. Investigations performed in
1990s (QT dispersion, T wave alternans, and vamdisrs) resulted in the necessity to device new
techniques, aimed at ECG enhancement without redguids morphological variability. The
increasing computational power of modern comput&Enssed a great progress in ECG signal
analysis, achievable by application of the metHoa® the field of nonlinear dynamics, such as the
method of nonlinear state-space projections [1d akdled as projective filtering. A modification of
the method, based on introduction of ECG beats-shgmment [2], resulted in high reduction of
the method’s computational costs while increasisgrobustness against high energy emg noise.
Further increase of projective filtering performanwas achieved by introduction of nonlinear
alignment of ECG beats [3]. The operation of nagdinalignment is realized by application of
dynamic time warping [4]. The present study shdwet hot only projective filtering but also more
traditional techniques of ECG processing, suchnas averaging can be improved by application of
dynamic time warping.
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2.METHODS

2.1. NONLINEAR STATE-SPACE PROJECTIONS (NSSP)

The method performs reconstruction of the stateespapresentation of the observed signal
by application of Takens embedding operation, wlagpeint in the constructed space is a vector:

X =[x(n-27).x(n= (2 =D7)....x(n+ (2)7)] (1)

x(n) is the processed signalis the time lag#=1 in this study)mis the embedding dimension. To
simplify further considerations the equation defmithe embedding operation was written in a
symmetric form (the sampldn) is the central coordinate of the vect§Y).

For each poink™ a small neighborhood is constructed, composedefpbints which are
close tox™. Within each neighborhood a local mean is compated a covariance matrix of the
deviations from the mean. Then the principal subsp] of these deviations is constructed (of the
assumed dimension) and the poii? is projected into this subspace. Then one-dimeasio
representation of the sigmeln) is reconstructed.

Performance of NSSP is highly dependent on thetseeti neighborhood determination. In
nonstationary electromyographic noise the neightadhdetermination errors limit the method's
performance. A modification was introduced in [2] dvercome this problem: instead of the
Euclidean distance between points their positiotiniwian ECG beat was employed as a criterion
for neighborhood determination. With such a criderthe trajectory points are projected into the
subspaces corresponding to their positions witHdtGEbeats. The developed method was called
projective filtering of time-aligned beats (PFTAB).

2.2. DYNAMIC TIME WARPING (DTW)

Lets consider a classical approach to nonlinegnalent (time warping) of the time serig), n =
0,1,2,..Nyandy(n), n=0, 1, 2,..N,. To perform this operation we calculate the rmxatfi
costsD=[d;;], i=0, 1, ...,Ny, j=0, 1, ...,Ny whose entries are equal

d;,; = (x@) - y(i)). ()

Each entnd;j corresponds to the alignmentxgf) andy(j). The warping path of the series
x(n) andy(n) consists of the pairs,(j;) that indicate the successive aligned elemedsy(j;), =0,
1, ...,L. In the classical approach the warping path igestilbo the following constraints.

Boundary conditions: ip=jo=0, i.=Ny, j.=Ny, which force the warping path to start with thé& pa
X(0), y(0) and to end wittx(Ny), Y(Ny).

Continuity conditions: ii+1-i1< 1, ji+1-ji < 1, which prevent the elements of both series foeing
omitted in the warping path.

Monotonicity conditions: ij+1 > ij, ji+1 > i, which force the elements of both series to oattine
warping path in a non-decreasing order.
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The warping path that minimizes the total costhef alignment
L
Q:Z‘A:odh,h . (3)

is searched for. It can be found with the use ofadyic programming4]. First a matrix of
cumulative costs is constructed, according to ¢eensive definition

0ij = dij+ min { gi-1j-1, Gi-1j, Gij1 }- (4)

where go 0= doo andg.,j= o, gi-1= for alli,j (this definition has its pictorial representation
which shows the allowed step-directions of the waypath, see Fig.1.A).

Then, starting from the upper right corneGofi=N, ]=Ny), the warping path is searched for by
backtracking along the allowed step-directionsuliothe minima of the cumulative costgGn
until i=0, j=0. While backtracking the allowed step-directians opposite to that presented in

Fig.1.A.
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Fig.1. Dynamic time warping of time series. AHMEctorial representations of the definitions &y (5).
B,C,E,F) Time-warped seri@smarks the elements that occur twice, wheredise elements that are omitted in
the warping paths. D,H) Graphical representatidria/o warping paths: {(0,0),(1,1),(2,1),(3,2),(4,®).3),(6,4),
(7,5),(7,6),(8,7)} and {(0,0),(1,1),(2,1),(3,2),8,(5,3),(6,4),(7,5),(8,7)} respectively.

Applied to time warping of the seriegn) and y(n) this classical approach produced the
warping path presented in Fig.1.D. We can noticH, ttb achieve nonlinear alignment of both
series, two elements of(n) and one element of(n) had to occur two times in the warping path.

The presented approach to time warping can be meddily introducing a constraint
h=1,1=0,1, ... Ny and by substituting the continuity conditions witle condition restricting the
number] of the successive elementsy@f) that may be omitted in the warping pgth -j; < J+1.
WhenJ=1 only one of the successive two elements cambten - the constraints can be satisfied
by the algorithm based on the following definitioithe matrix of cumulative costs

0ij = dij+ min { Gi.1, ¥i-1j-1, Gi-12 }- (5)

wheregoo = dgo, @andg1j = ©, gi.1 = o, gi-2 = o for all ij. This definition has its pictorial
representation in Fig.1.E.
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Application of these conditions to time warping tbhe seriesx(n) and y(n) produced the
warping path presented in Fig.1.H. We can notiee #fi elements of the serigg) occurred only
once in the warping path. Instead of the secondroecce of the elemex(7) (like as in D) the
elementy(6) was omitted. We can conclude that the sefi@swas nonlinearly aligned with respect
to the serieg(n), whose time axis was unchanged.

The technique can be adapted to the alignment gqiiesees of points of the state space
trajectory (eq.1). To this end the elements efrtfatrix of costs are defined as

d,, :HX(i) _y(i)Hz_ (6)

2.3. TIME WARPING ECG SIGNALS

Detection and synchronization of QRS complexesyed a set of fiducial points;{ i = 1,
2, ..., 1} corresponding to the same position within thepextivel complexes. The operation of
nonlinear alignment will be applied to ECG sectimtartingb samples before; and endingb
samples afteris; : ri-b < n < ri;1tb , whereb is a small number. Aligning such sections of ECG
signal we do not need to decide where individuatbdegin and end (which is sometimes not a
trivial task). In fig.2 we can notice that applicet of the matrix of costs defined by (6) (time
warping the sequences of points instead of one+tiinaal time series) gives better results.
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Fig.2. The results of ECG signal time warping whtnmatrix of costs is defined by eq.2 (A) and by
eq.6 (B). The lower signals in both panels havdithe axis unchanged, whereas the upper ones are
time warped (the aligned samples are connectedlinyylmes). The arrow indicates one of the signal
samples, which occur many times in the warping.pBitie applied sampling frequency is 62.5 Hz.

The warping path is more regular. When definiti@j i applied we can notice that quite often
individual samples of the upper signal appear ntangs in the warping path, whereas many of the
neighbouring samples are omitted (the signals weogmated to make this effect visible).

2.4. STATE-SPACE AVERAGING (SSA)

Application of definition (6) to the nonlinear atiment of the respectivel sequences of
state-space points results in the construction efjhibourhoods corresponding to the positions
within the aligned ECG sections. Lets denote thatpaccupying a singleth position within the
aligned sections of ECG signal@&. In order to suppress noise while preserving thephmlogical
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variability of the desired ECG we propose a kingelective averaging. For each poifit 0 ' we
search for the smaller neighbourhood containingatssumed fraction (50% in this study) of the
nearest points (among the points contained'{hand we replace™ by the average of these points.
Then we reconstruct one-dimensional representafitime signal.

This operation (SSA) is related to time averagingibdoes not lead to complete suppression
of the desired signal morphological variability.

3. RESULTS

Qualitative results of ECG enhancement by appbcatdf time averaging or state-space
averaging are presented in Fig.3. Both methods geh#@o suppress noise effectively. When,
however, the position of the T wave was slightlyedent than the average one TA method failed to
preserve this information and produced high wanethé residual noise. SSA method managed to
preserve the information on dynamically changingdve position and the residual noise contains
only negligible components. Quantitative resulte @resented in Table.1l. In the experiment
performed 5 signals of high quality from the MITHBtlatabase were chosen to simulate the desired
ECG. The signals were contaminated additively wvilib emg noise (stored in the MIT-BIH
database as well). Then the simulated noisy EC&s enhanced by application of NSSP, PFTAB

s(n) s(n)
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Fig.3. Visual results of ECG enhancementapyplication of either time averaging (TA) omatstspace
averaging (SSA): s(n) — the signal with variablsipon of the T wave, w(n) — the emg noise, x(ithe
additively contaminated signal, x'(n) — the enhahsignal, x'(n)-s(n) — the residual noise.

and SSA methods. The results obtained were estimatth the use of the following noise

reduction factor
NRE J Y (x(m)-sm)’ 0
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wheres(n) is the desired ECG4(n)-s(n)=w(n) is the noise (added¥ (n) is the enhanced signal,
X'(n)-s(n) is the residual noise.

Table.1. The averagéRF obtained in the respective parts of ECG beats.

sNnrRB|5 [10 [20 |5 [10 |20 |5 [10 [20 |5 |10 |20
Method Overall P wave Q wave T wave
NSSP |2.34/2.27/1.31|/2.57|2.4(|1.82|1.82/2.17/0.71|2.44|2.27|1.7¢
PFTAB |3.14/2.61|1.42|5.3€|3.62|1.45|1.73/1.61|1.20{4.04|2.92| 1.5¢
SSA 3.33/2.37/0.97|5.7514.01/1.47| 1.88] 1.25/0.49| 3.8€| 3.05| 1.44

We can notice that for low level of noise the SSétimod is less effective than NSSP and PFTAB.
With the growing level of noise, however, its pemfi@nce is more and more competitive.

The influence of SSA on the measurement of thelagzation duration [5] (Rfax interval
in this study) is presented in Fig.4. The SSA prepssing limited the number of large
measurement errors of the algorithm applied.
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Fig.4. The results of R« series measurement without (on the left) and B#A preprocessing (on the right). The
uppermost series were obtained for the signaldghf uality from the QT database. Below are théesevbtained for

the signals contaminated artifficially with emgtab different levels (the average SNR is displaiyethe figure). When
a measured value exceeded a threshold (as aoéfadtje measurement error) it was truncated.

o o

4. CONCLUSION

ECG signals, although approximately repeatabletasommportant information in their slight
morphological variability. An example of such a pbmenon is a shifting T wave. The traditional
technique of ECG enhancement based on the synelibriime averaging cannot handle this
problem. Application of the state-space embeddnaglinear alignment of the state-space vectors,
and the search for the neighbourhoods of the aligigetors were the operations which helped to
improve time averaging. The modified techniqueesppd to deal successfully with the problem of
ECG enhancement prior to the measurements of thenaigally changing repolarization duration.
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